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•“Intensity Mapping” (Chang+ 2008, 
Wyithe & Loeb 2008):

•Measure the collective emission from a 
large region, more massive and 
luminous, without spatially resolving 
down to galaxy scales.

• Use spectral lines as tracers of 
structure, retain high frequency 
resolution thus redshift information

• Measure brightness temperature 
fluctuations on the sky:  just like 
CMB temperature field, but in 3D   

• Low-angular resolution redshift 
surveys:  economical, large survey 
volumes

• Confusion-limited.  Foreground-
limited.

Line Intensity Mapping (IM)

courtesy of Phil Korngut (Caltech)



• Neutral hydrogen:  most abundant baryonic element in the Universe.

• 21cm radiation:  ground state spin-lip hyperfine transition of neutral hydrogen

• Optically thin along most line of sight

• Can be observable up to z~150, in emission or absorption against the CMB 
background:

• Tspin < Tcmb:  absorption ( ~15 < z < ~150)

• Tspin > Tcmb:  emission (z < 10)

• Expressed in terms of brightness temperature:

The 21cm Line

Courtesy C. Hirata



And all other spectral lines
6

FIG. 3: Ratio between line luminosity, L, and star formation rate, Ṁ�, for various lines observed in
galaxies and taken from Table 1 of [23]. For the first 7 lines this ratio is measured from a sample of
low redshift galaxies. The other lines have been calibrated based on the galaxy M82. Some weaker
lines, for example for HCN, have been omitted for clarity.

the fluctuations from a particular redshift by cross correlating the emission in two di�erent
lines. If one compares the fluctuations at two di�erent wavelengths, which correspond to the
same redshift for two di�erent emission lines, the fluctuations will be strongly correlated.
However, the signal from any other lines arises from galaxies at di�erent redshifts which are
very far apart and thus will have much weaker correlation (see Figure 4). In this way, one
can measure either the two-point correlation function or power spectrum of galaxies at some
target redshift weighted by the total emission in the spectral lines being cross correlated.

The cross power spectrum at a wavenumber k can be written as,

P1,2(⇥k) = S̄1S̄2b̄
2P (⇥k) + Pshot, (1)

where S̄1 and S̄2 are the average fluxes in lines 1 and 2 respectively, b̄ is the average bias
factor of the galactic sources, P (⇥k) is the matter power spectrum, and Pshot is the shot-noise
power spectrum due to the discrete nature of galaxies. Visbal & Loeb (2010) showed that
the root-mean-square error in measuring the cross power spectrum at a particular k-mode
is given by,

�P 2
1,2 =

1

2
(P 2

1,2 + P1totalP2total), (2)

where P1total and P2total are the total power spectra corresponding to the first line and
second line being cross correlated. Each of these includes a term for the power spectrum of
contaminating lines, the target line, and detector noise. Figure 5 shows the expected errors in
the determination of the cross power spectrum using the OI(63 µm) and OIII(52 µm) lines at
a redshift z = 6 for an optimized spectrometer on a 3.5 meter space-borne infrared telescope
similar to SPICA, providing background limited sensitivity for 100 di�raction limited beams

Visbal, Trac, Loeb 2011 


• CO IM - CO rotational lines (CO(1-0) at 115 GHz rest frame):  Righi+ 08, Visbal & Loeb 2010, Carilli 2011, 
Gong+11, Lidz+11, Pullen+13, Breysse+14, Breysse+15, Li+ 15, Mashian+ 15, Keating+15, Keating+16)

• [CII] IM - singly ionized carbon (158 μm rest frame): Gong+12, Silva+14,  Yue+ 15, Serra+16, Cheng+16

• Lyman-alpha IM - Lya emission(1216 A rest frame): Silva+12, Pullen+13, Croft+16

• H-alpha IM - Ha emission (6562 A rest frame): Gong+ 16; Silva+ 17

• HeII IM - HeII (1640 A):  Visbal, Haimann, Byran 2015
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FIG. 1.— Input and output of our modeling process, i.e. initial dark matter halos and final CO intensity map (details in §2.2). These plots illustrate one
realization of the pathfinder experiment’s survey volume (§2.4 and Table 2), while the full experiment’s survey area is 2.5 times larger. Top: Halos in the
3D volume, rendered to scale in comoving distance. Along the line-of-sight direction, we label the equivalent cosmological redshifts and redshifted CO(1-0)
frequencies. Middle: 2D projections of halo positions. The left image shows the “front” view of halos that would fall into the highest 40 MHz frequency channel,
or lowest redshift slice. The pathfinder beam size is shown for scale. The right image shows the “side” view of halos to a depth of 6 arcmin, or one beam
width. Bottom: CO intensity map produced by our fiducial model. The slice volumes are the same as above, albeit with comoving depth converted to observed
frequency. The same large-scale structure is readily apparent in both images, even with the lower resolution of the intensity map. The analysis in this paper relies
on the power spectrum of this map (see Fig. 3).

et al. 2013). Our current understanding of star formation and
gas content in this epoch is incomplete, and largely limited
to the bright end of the relevant populations. In the longer
term, observations at these redshifts could serve as a stepping
stone for future CO observations that reach into the epoch of
reionization (Carilli 2011; Gong et al. 2011; Lidz et al. 2011).

Previous predictions for the intensity of the CO signal vary
by more than an order of magnitude (Breysse et al. 2014, at
z ⇠ 3). The wide range simply reflects the current scarcity
of data for typical high-redshift galaxies. It is possible to di-
rectly simulate these galaxies, but such simulations are expen-
sive and still are quite uncertain. These uncertainties suggest

a need for alternative probes of high-redshift galaxy popula-
tions, especially over numbers and/or volumes currently inac-
cessible to traditional surveys.

Given the modeling uncertainties, predictions of the ex-
pected signal will only go so far, at least until a measurement
is attempted. Here we also ask, what could we learn from in-
tensity mapping if a measurement is made? More precisely:
given hypothetical but tractable intensity mapping observa-
tions, what can we infer about the properties and distribution
of the underlying galaxy population? To our knowledge, this
question has not yet been directly addressed in the literature.
Here we put these questions in the context of CO surveys that

 A tracer of the 3D large-scale 
cosmic structures:

Luminosity-weighted density field

Astrophysics: L(M)
Cosmology: PL(k, z)

Brightness 
temperature 
fluctuations 

dT(θ, ν)

Li+16
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Figure 1: On the left schematic of the proposed design of the BINGO telescope. There will be an under-illuminated
⇥ 40m static parabolic reflector at the bottom of a cli⇤ which is around ⇥ 90m high. A boom will be placed at
the top of a cli⇤ on which there is a receiver system of ⇥ 50 feed-horns. On the right a block diagram for the
receiver chain for the proposed pseudo-correlation receiver system. The reference beam will point toward one of

the celestial poles.
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Figure 2: On the left projected errors on the power spectrum (divided by a smooth power spectrum) expected
for the survey described in the text. We have used �k = 0.016Mpc�1. The projected errors would lead to a
measurement of the acoustic scale with a percentage fractional error of 2.4%. On the right, projected constraints
on the residual Hubble diagram for the volume averaged distance, dV(z) from a fiducial model. Included also are
the actual measurements made by 6dF, SDSS-II, BOSS and WiggleZ. The shaded region represents indicates the
range of dV allowed by the 1� constraint ⇥mh2 from WMAP7. The dotted line is the prediction for w = �0.84.

 21cm Intensity Mapping Experiments
 GBT-HIM multi-

beam

HIRAX

• Significant national interest in BAO searches.!

• Putting together team to propose/build southern 
hemisphere experiment. !

• Lots of synergy w/ SKA - several MeerKAT key projects 
would be significantly improved for few % of MeerKAT 
cost.  e.g. pulsar search, H-I absorber search, radio 
transient search.!

• SKA very interested in prospect of correlator capable 
of handling SKA phase 1 already working and on-site.!

• Hydrogen Intensity and Real-time Analysis eXperiment.  

Above:  rock Hyraxes.!

 HIRAX
Tian-Lai/

CRT/BAORadio



(21cm, CO, [CII], Lya, Ha) Intensity Mapping 
Experiments

Intensity Mapping status report (Kovetz+ in prep)

2 Introduction

1.2 Targets for Line-Intensity Mapping

A wide range of spectral lines have been considered for intensity mapping studies [1]. While most work
has focussed on the 21-cm line, there is growing interest in the [CII] fine-structure line [2–4], the Ly↵ line
[5–8], and rotational CO lines [9–14]. Much of the initial motivation was to probe the epoch of reionization
[15] (EoR) at redshift z ⇠ 10, but increasingly the focus has extended to large-scale structure at lower
redshifts. The experimental front has been evolving rapidly with several preliminary detections and a host
of new experimental projects, which include an array of suborbital instruments, and at least two major
satellite mission concepts [16, 17]. Fig. 2 shows the accessible scales and redshifts of some of these upcoming
line-intensity mapping experiments.

Figure 2. A representative list of current and proposed intensity mapping experiments. The horizontal
axis shows the redshift range of each experiment and the vertical axis indicates the range between the
maximum resolution of the instrument and the total sky coverage. These include COPSSII, AIM-CO and
COMAP which will target CO at medium redshifts, CONCERTO, CCAT-p and TIME which target [CII]
at EoR redshifts, GBT, CHIME, HIRAX and HERA which target 21cm and SPHEREx which can measure
H↵ and Ly↵ over a wide range of redshifts at high-resolution. (Courtesy of Ely Kovetz and Patrick Breysse)

One or more of the lines above is observable from redshifts of order unity to redshifts potentially as high as
20 or more. Under the prevailing ⇤CDM cosmological model, this will make it possible to track the growth
of the first structures, the reionization of the Universe and the emergence of dark energy (see Fig. 3). The
accessible cosmic volume is so large that it may be possible to identify even small deviations from ⇤CDM.
Meanwhile, measurements of line-emission over large volumes of space at high redshift may provide a unique
window into astrophysical properties such as the star-formation rate and the density of molecular clouds.

IM Status Report 2017
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of the first structures, the reionization of the Universe and the emergence of dark energy (see Fig. 3). The
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Meanwhile, measurements of line-emission over large volumes of space at high redshift may provide a unique
window into astrophysical properties such as the star-formation rate and the density of molecular clouds.
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Large-scale Structure (LSS):
Cross-correlation

21cm Intensity Maps at z~0.08
with Parkes Telescope
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HI Intensity Maps from the Parkes Telescope

• Parkes L-band multi-beam observation, 0.06 < z < 0.1, over 1500 sq. deg. , 150 hrs

Chris Anderson 
(UW Madison) 

4 C. J. Anderson et al.

Figure 1. The two 21-cm sub-maps that overlap the 2dF SGP field are shown at band center (the sub-maps that overlap the NGP field
are not shown). The three rows from top to bottom show: the maps before any foreground modes are removed; the maps after 10 modes
are removed; and the inverse noise weights, which are roughly proportional to the time spent observing each pixel. The color scales,
from left to right, refer to the maps from top to bottom. All beams have been combined, and the resolution has been degraded to 1.4
times the original beamsize. The point sources and di↵use galactic foregrounds have been strongly suppressed in the foreground cleaned
maps, and the scale of the remaining fluctuations is consistent with thermal noise. It should be noted that the fluctuations on the right
ascension edges of the cleaned maps saturate the scale, but their magnitude is consistent with thermal noise and sparse coverage. Some
cross-hatched striping can be seen in the maps and weights due to the di↵ering scan angles of the azimuthal scan strategy as the field
rose and set. The noise implied by the weights is higher than thermal noise because the mapmaker’s noise estimation includes variance
from the noise-cal measurement, residual RFI, and fluctuating foregrounds.

thermal noise, it is removed in the first few modes of the
foreground cleaning, described in 3.3.

The bandpass has three e↵ects on the data. The most
significant e↵ect is a systematic multiplication of the true
sky spectrum by the average bandpass shape. Secondly, fluc-
tuations in the bandpass create noise in addition to the in-
trinsic thermal noise of the receiver. Finally, there is an e↵ect
where the presence of bright point sources adds ripples to the
bandpass shape due to standing waves between the receivers
and the dish (see section 3.5 of Calabretta et al. (2014) for
a discussion of this e↵ect for Parkes). Our bandpass cali-
bration scheme aims only to estimate the average bandpass
shape over the entire week long observation. Though it may
be possible to account for variation of the bandpass over
time by computing multiple bandpasses for di↵erent times,
this risks biasing the data.

Each beam and polarization can have a di↵erent band-
pass shape, in principle. Our first step for estimating these
bandpass spectra is to construct frequency covariance ma-
trices between maps made with di↵erent beams. The covari-
ance matrices are constructed as follows: let Mi represent
a map produced by beam i, arranged as a matrix with fre-
quency identified by the row and pixel by the column, and
let Mj represent a map of the same region of the sky, from
beam j. Both maps are convolved to a common beam resolu-
tion, and a frequency covariance matrix Ci,j is constructed
as

Ci,j =
W̄i �Mi(W̄j �Mj)

T

W̄iW̄ T
j

, (2)

where W̄i represents a matrix of the inverse noise weights
at each pixel for beam i, factorized into a separable func-
tion of angle and frequency. The factorization of the weights
prevents frequency structure in the weights from influencing
the covariance matrix. W̄i � Mi is the element-by-element
product of the map with the factorized weights. This covari-
ance matrix is computed for all pairs of di↵erent beams, but
only between common polarizations (thus avoiding thermal
noise bias and spurious correlations due to polarized signal).
We perform a singular value decomposition (SVD) on each
covariance matrix.

Ci,j = U⌃V T . (3)

The normalized left and right eigenvectors in U and V are
ordered by their shared singular values, which are the entries
of the diagonal matrix ⌃. The singular values fall o↵ rapidly,
with the first singular value almost two orders of magnitude
larger than the second. The projections of the first left and
right eigenvectors onto their maps reveal that the first modes
are due to di↵use emission over the full region of the maps.
Therefore, the first eigenvector of V represents an estimate
of the bandpass shape of beam j multiplied by the frequency
spectrum of the strong di↵use emission in the map, which
will be dominated by galactic synchrotron radiation. Simi-
larly, the first eigenvector of U represents the di↵use emis-
sion spectrum multiplied by the bandpass of beam i. This
interpretation is also motivated by SVD analysis of GBT
maps. For the GBT maps, which are bandpass calibrated
with a noise diode before mapmaking, the first eigenvector
has been found to capture the frequency spectrum of the

MNRAS 000, 1–12 (2016)

Anderson+17, arXiv:1710.00424



Parkes HI-2dF Cross-power spectrum

• Parkes L-band multi-beam observation, 0.06 < z < 0.1, over 1500 sq. deg. , 150 hrs
• Significant cross-power spectrum with 2dF galaxy measured at ~12 sigma.
• Comparison with individual detection HI surveys, HIPASS and ALFALFA. 

• Cross-power amplitude ~ 
• b_HI=0.85, Tb=0.064 mK (ALFALFA; Marin+ 2010), b_opt~1 (Cole+ 2005).   
• Cross-power shape:  curves include linear + non-linear RSD effects. 
• r likely < 1.  Power deficit at k~1.5 h/Mpc

Anderson+17, arXiv:1710.00424

21-cm crosspower with 2dF galaxy survey at z ⇠ 0.08 9

APPENDIX A: REDSHIFT-SPACE
CROSS-POWER SPECTRUM

In redshift space, the power is distorted (White et al. 2015)
and can be modeled as

PHI,opt(kk, k?, z, µ) =Tb bHI bopt r ⇥
(1 + �HI µ

2)(1 + �opt µ
2)

1 + (kµ�v)2
P��(kk, k?) ,

(A1)

where �i = f(z) / bi, f(z) is the dimensionless growth rate,
µ is the cosine of the angle between the line-of-sight and
the k-vector, and �v is the dispersion of the velocity field.
The numerator of the fraction arises from linear theory of
infall into over-densities (Kaiser 1987) and the denomina-
tor from non-linear theory relating the small-scale velocity
field to a field characterized by dispersion �v (Peacock &
Dodds 1994). Expanding the above in terms of the Legendre
polynomials yields the power monopole, given by the expan-
sion coe�cients corresponding to the zeroth-order Legendre
polynomial.

APPENDIX B: 2D WEIGHTS

The following two tables are the standard deviations of
the 2D k-bins across 100 simulations per field, propa-
gated through an average of the cross power over the
five Parkes fields; the corresponding inverse variance is
used as weights for the 2D to 1D average. The first column
in each table gives kk and the first row in each table gives k?.
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Figure 2. Left: Observed 1D cross-power averaged over the four Parkes fields and cleaned by removing 10 SVD modes. A circle denotes
positive power and a ◊ denotes negative power. The grey line is the mean of the simulations, for which we assume bHI = 0.85 and
Tb = 0.064 mK, given by the ALFALFA measurement of �HI (Martin et al. 2010). The dashed black line is the corresponding dark
matter power spectrum scaled as Eq A1. Plotted error bars are 1-‡, derived from the Monte Carlo simulations described in section 4.
Right: The purple points are the average of the auto-power spectra of the 2dF galaxies in the regions that overlap our Parkes maps.
Errors are the standard deviation of the mean over the four sub-map regions. The dashed black line is the simulated dark matter power
spectrum. The solid grey line is the expected shot noise signal, simulated from 100 unclustered mock catalogs that follow the survey
selection function. The green points are the 2dF auto-power data minus the simulated shot noise.

The true cross-power spectrum will also contain shot noise,
but we do not attempt to model it, since it depends on
the typical HI content of 2dF galaxies, which is unknown.
It should be noted that the galaxy-HI correlation coe�cient
obeys the Schwarz inequality: ≠1 Æ r Æ 1. A value of |r| < 1
would mean that HI fluctuations and galaxy over-densities
are not simple multiples of each other in Fourier space; one
would find phase di�erences or fluctuating amplitude di�er-
ences within each k-bin of their Fourier transformed maps.
For the dashed black curve of the model, we assume r = 1
on all scales.

However, using the Halo Occupation Distribution
(HOD) model (Berlind & Weinberg 2002; Zheng et al. 2005),
one can deduce that the expected behavior of the cross-
correlation coe�cient is scale-dependent. In the HOD model,
the power spectrum is the sum of three terms:

P (k) = P 2h(k) + P 1h(k) + P SN(k). (17)

P 2h(k) is the 2-halo term, which comes from matter tracers
that occupy separate halos; P 1h(k) is the 1-halo term, due
to clustering of matter tracers within the same halo; and
P SN(k) is the shot noise term. On large scales, the 2-halo
term is dominant. On intermediate scales, the 2-halo term
falls o�, and the 1-halo term and shot noise begin to domi-
nate the power spectrum. On the smallest scales, the 1-halo
term will also fall o� due to the finite extent of the halos,
and shot noise will dominate.

Let us now consider the degree to which HI and galaxies
will correlate for each of these terms. Since galaxies and HI
should both be contained within halos, and the distribution
of halos will trace the underlying dark matter density field,
we expect r2h ¥ 1. On the other hand, it is likely that HI

and optically selected galaxies have a tendency to occupy
di�erent halos. Hess & Wilcots (2013) studied the group
membership of over 740 overlapping optical galaxies from
SDSS and HI galaxies from ALFALFA. They found that
only 25% of HI galaxies appear to be associated with an
optically identified group, compared to half of optical galax-
ies. This tendency for HI to occupy di�erent halos suggests
that both shot noise and 1-halo clustering may not corre-
late between HI and optically selected galaxy populations:
we expect r1h < 1 and rSN < 1. Therefore, r is thought to
be close to unity on large scales and to fall o� on smaller
scales, as shot noise and 1-halo clustering begin to dominate
the power spectrum.

Now, let us analyze our measured cross-power spec-
trum. As previously indicated, the dashed black line in the
left panel of Fig. 2 shows the power spectrum of Equation
15 (which includes no shot noise term) with r = 1. Redshift
space distortions, which modify the power spectrum accord-
ing to Equation A1, are also included; this curve is a bin-
ning of this distorted 2D cross-power to 1D with isotropic
weights. The grey line shows the signal we’d realistically
expect to measure if our model were accurate. It repre-
sents the average recovered cross-power spectrum from the
100 simulated galaxy and HI map pairs, including the ef-
fects of our window function, thermal noise, residual fore-
grounds, galaxy shot noise, compensation for signal loss, and
anisotropic weighting (see Appendix B). The error bars on
the data points show the standard deviation of these 100
simulations. The deviations of the data from the grey line in
the left panel of Fig. 2 indicate disagreement with the simple
model of Equations 15 and A1. In summary, the cross-power
is well below the expectation of our model at all scales except
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APPENDIX A: REDSHIFT-SPACE
CROSS-POWER SPECTRUM

In redshift space, the power is distorted (White et al. 2015)
and can be modeled as

PHI,opt(kk, k?, z, µ) =Tb bHI bopt r ⇥
(1 + �HI µ

2)(1 + �opt µ
2)

1 + (kµ�v)2
P��(kk, k?) ,

(A1)

where �i = f(z) / bi, f(z) is the dimensionless growth rate,
µ is the cosine of the angle between the line-of-sight and
the k-vector, and �v is the dispersion of the velocity field.
The numerator of the fraction arises from linear theory of
infall into over-densities (Kaiser 1987) and the denomina-
tor from non-linear theory relating the small-scale velocity
field to a field characterized by dispersion �v (Peacock &
Dodds 1994). Expanding the above in terms of the Legendre
polynomials yields the power monopole, given by the expan-
sion coe�cients corresponding to the zeroth-order Legendre
polynomial.

APPENDIX B: 2D WEIGHTS

The following two tables are the standard deviations of
the 2D k-bins across 100 simulations per field, propa-
gated through an average of the cross power over the
five Parkes fields; the corresponding inverse variance is
used as weights for the 2D to 1D average. The first column
in each table gives kk and the first row in each table gives k?.
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Figure 3. Observed 1D cross-power spectrum between the HI
maps and the red and blue 2dF galaxies, averaged over the four
Parkes fields and cleaned by removing 10 SVD modes. The red
cross-power points are slightly o↵set on the k-axis, for ease of
reading. As before, a circle denotes positive power and a⇥ denotes
negative power, and the grey line is the mean of the simulations,
for which we assume bHI = 0.85 and Tb = 0.064 mK, given by
the ALFALFA measurement of ⌦HI (Martin et al. 2010).

ings of Papastergis et al. (2013b). Their analysis of the pro-
jected cross-correlation function and auto-correlation func-
tion of red and blue SDSS galaxies and HI-selected AL-
FALFA galaxies reveals that the HI-blue cross-correlation
coe�cient is close to unity at all scales. This finding indi-
cates that blue galaxies and HI galaxies trace the same un-
derlying matter perturbations. The HI-red cross-correlation
coe�cient is unity at large separations, but it begins to drop
at separations smaller than ⇠ 5 h

�1Mpc, indicating that the
presence of a red galaxy decreases the probability of finding a
nearby HI-galaxy, relative to statistically independent dark
matter tracers. As noted by Papastergis et al. (2013b), this
result may reflect the fact that red galaxies tend to pref-
erentially inhabit high density halos (add reference), which
usually have lower fractions of HI gas, as seen in studies of
individual clusters (add reference) and hydrodynamic simu-
lations (Villaescusa-Navarro et al. 2016).

6 CONCLUSIONS

We find an 11.9� detection of cross-correlated power be-
tween the 2dF galaxy map and the foreground cleaned 21-
cm intensity map. The detection demonstrates the e↵ective-
ness of the SVD Principal Component Analysis method for
foreground removal. An auto-power detection cannot be re-
ported, but constraints from the auto-power spectrum will
be the subject of future work. The cross-power signal falls
relative to the theoretical dark matter power spectrum at
high k, indicating a possible scale-dependent HI bias. A split-
ting of the galaxies by color reveals that an observed plateau
in power at k ⇠ 1.5hMpc�1 is likely due to a tendency for
HI to avoid red galaxies at these scales.
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• Cross-correlating with 2dF blue and red galaxies separately.
• HI follows distribution of blue galaxies but does not trace red galaxies at k~1.5 h/Mpc
• HI-galaxy cross-correlation coefficient appears scale- and color-dependent.
• Neither simple HI halo model nor naive large-scale sims can capture this feature.   We 
need better small-scale modeling!

Anderson+17, arXiv:1710.00424
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Figure 3. Similar to figure 2, but the 2dF galaxies have been split into red and blue populations. The 100 simulations, used to calculate
the error bars and the transfer function, have their galaxy counts adjusted to the appropriate number for the red and blue splits, to
capture the e�ect of increased shot noise. Left: Observed 1D cross-power spectrum between the HI maps and the red and blue 2dF
galaxies, averaged over the four Parkes fields and cleaned by removing 10 SVD modes. The red cross-power points are slightly o�set on
the k-axis, for ease of reading. Right: Observed 1D 2dF red-blue galaxy cross-power spectrum averaged over the regions that overlap our
Parkes maps. Errors are the standard deviation of the mean over the four sub-map regions.

spectrum. Second, the galaxy-HI cross-correlation coe�cient
is scale-dependent and color-dependent, probably due to
1-halo clustering and shot noise. HI appears to be much
more strongly associated with blue galaxies than red galax-
ies. Third, HI-galaxy clustering may also be somewhat sup-
pressed at 0.1 h Mpc≠1 and 0.3 h Mpc≠1 scales, though the
statistical significance of this is not high.

6 CONCLUSIONS

We measure the cross-power spectrum between foreground
cleaned 21-cm intensity maps and 2dF galaxy maps at
z ≥ 0.08. The cross-power spectrum is lower than the ex-
pected signal, if one assumes the ALFALFA values for the
HI density and HI bias. The decrement compared to the
model has high statistical significance at k ≥ 1 hMpc≠1.
Despite the smaller than expected signal, the null hypothe-
sis of no correlated clustering between HI and galaxies can
be ruled out to a significance of 5.18 ‡, using the cross-power
spectrum of the 21-cm maps and the blue 2dF galaxies. The
detection demonstrates the e�ectiveness of the SVD method
for 21-cm foreground removal. A splitting of the galaxies by
color reveals that an extreme observed decrement in power
at k ≥ 1.5 hMpc≠1 is likely due to a scale-dependent corre-
lation coe�cient between HI and red galaxies that falls o�
sharply as shot noise and the 1-halo term begin to dominate
the clustering power. This supports the picture that the HI
content of blue galaxies is much greater than the HI con-
tent of red galaxies. Constraints from the 21-cm auto-power
spectrum will be the subject of future work.
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Large-scale Structure (LSS):
Auto-power spectrum

21cm Intensity Maps at z~0.8
with Green Bank Telescope
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• Frequency: 700-900 MHz 
• 0.6 < z < 1

      
• Spatial beam ~ 15’

• 9 h-1 Mpc at z~0.8
 

• Spectral channel ~ 24 kHz
• binned to 0.5 MHz
• ~2 h-1 Mpc

• 100-m diameter.  Large collecting 
areas

• Foregrounds are ~1000x stronger 
than the 21cm signals

• First detection in cross-correlation 
with DEEP2 galaxies at z=0.8 
(Chang, Pen, Bandura, Peterson, 
2010, Nature)    

21cm IM proof of concept
Pilot program at the Green Bank Telescope (GBT)  



• Frequency: 700-900 MHz 
• 0.6 < z < 1

• Spatial beam ~ 15’
• 9 h-1 Mpc at z~0.8

• Spectral channel ~ 24 kHz
• binned to 0.5 MHz
• ~2 h-1 Mpc

21cm Intensity Mapping at the GBT

4 E. R. Switzer, K. W. Masui, et al.

Figure 1. Temperature scales in our 21 cm intensity mapping survey. The
top curve is the power spectrum of the input deep field with no cleaning ap-
plied (the wide field is similar). Throughout, the deep field results are green
and the wide field results are blue. The dotted and dash-dotted lines show
thermal noise in the maps. The power spectra avoid noise bias by crossing
two maps made with separate datasets. Nevertheless, thermal noise limits
the fidelity with which the foreground modes can be estimated and removed.
The points below show the power spectrum of the deep and wide fields af-
ter the foreground cleaning described in Sec. 2.1. Negative values are shown
with thin lines and hollow markers. Any residual foregrounds will additively
bias the auto-power. The red dashed line shows the 21 cm signal expected
from the amplitude of the cross-power with the WiggleZ survey (for r = 1)
and based on simulations processed by the same pipeline.

3 RESULTS

The auto-power spectra presented in Figure 1 will be biased by
an unknown positive amplitude from residual foreground contam-
ination. These data can then be interpreted as an upper bound
on the neutral hydrogen fluctuation amplitude, ΩHIbHI. In addi-
tion, we have also measured the cross-correlation with the Wig-
gleZ Galaxy Survey (Masui et al. 2013). This finds ΩHIbHIr =
[0.43 ± 0.07(stat.) ± 0.04(sys.)] × 10−3, where r is the Wig-
gleZ galaxy-neutral hydrogen cross-correlation coefficient (taken
here to be independent of scale). Since |r| < 1 by definition and is
measured to be positive, the cross-correlation can be interpreted as
a lower bound on ΩHIbHI. In this section, we will develop a pos-
terior distribution for the 21 cm signal auto-power between these
two bounds, as a function of k. We will then combine these into a
posterior distribution on ΩHIbHI.

The probability of our measurements given the 21 cm signal
auto-power and foreground model parameters is

p(dk|θk) = p(dc|sk, r)p(ddeepk |sk, fdeep
k )p(dwide

k |sk, fwide
k ). (2)

Here, dk = {dc, ddeepk , dwide
k } contains our cross-power and

deep and wide field auto-power measurements, while θk =
{sk, r, fdeep

k , fwide
k } contains the 21 cm signal auto-power, cross-

correlation coefficient, and deep and wide field foreground con-
tamination powers, respectively. The cross-power variable dc rep-
resents the constraint on ΩHIbHIr from both fields and the range of
wavenumbers used in Masui et al. (2013). The band-powers ddeepk

and dwide
k are independently distributed following decorrelation of

finite-survey effects. We assume that the foregrounds are uncorre-

Figure 2. Comparison with the thermal noise limit. The dark and light
shaded regions are the 68% and 95% confidence intervals of the measured
21 cm fluctuation power. The dashed line shows the expected 21 cm signal
implied by the WiggleZ cross-correlation if r = 1. The solid line represents
the best upper 95% confidence level we could achieve given our error bars,
in the absence of foreground contamination. Note that the auto-correlation
measurements, which constrain the signal from above, are uncorrelated be-
tween k bins, while a single global fit to the cross-power (in Masui et al.
(2013)) is used to constrain the signal from below. Confidence intervals
do not include the systematic calibration uncertainty, which is 18% in this
space.

lated between k bins and fields, also. This is conservative because
knowledge of foreground correlations would yield a tighter con-
straint. We take p(dc|sk, r) to be normally distributed with mean
proportional to r√sk, and p(ddeepk |sk, fdeep

k ) to be normally dis-
tributed with mean sk + fdeep

k and errors determined in Sec 2.3
(and analogously for the wide field). Only the statistical uncertainty
is included in the width of the distributions, as the systematic cali-
bration uncertainty is perfectly correlated between cross- and auto-
power measurements and can be applied at the end of the analysis.

We apply Bayes’ Theorem to obtain the pos-
terior distribution for the parameters, p(θk|dk) ∝
p(dk|θk)p(sk)p(r)p(f

deep
k )p(fwide

k ). For the nuisance pa-
rameters, we adopt conservative priors. p(fdeep

k ) and p(fwide
k )

are taken to be flat over the range 0 < fk < ∞. Likewise, we
take p(r) to be constant over the range 0 < r < 1, which is
conservative given the theoretical bias toward r ≈ 1. Our goal is
to marginalize over these nuisance parameters to determine sk. We
choose the prior on sk, p(sk), to be flat, which translates into a
prior p(ΩHIbHI) ∝ ΩHIbHI. The data likelihood adds significant
information, so the outcome is robust to choices for the signal
prior. The signal posterior is

p(sk|dk) =

∫

p(sk, r, f
deep
k , fwide

k |dk) dr df
deep
k dfwide

k . (3)

This involves integrals of the form
∫ 1

0
p(dc|s, r)p(r) dr which,

given the flat priors that we have adopted, can generally be writ-
ten in terms of the cumulative distribution function of p(dc|s, r).
Figure 2 shows the allowed signal in each spectral k-bin.

Taking the analysis further, we combine band-powers into a
single constraint on ΩHIbHI. Following Masui et al. (2013), we
consider a conservative k range where errors are better estimated
(k > 0.12 h/Mpc, to avoid edge effects in the decorrelation op-
eration) and before uncertainties in nonlinear structure formation
become significant (k < 0.3 h/Mpc). Figure 3 shows the resulting
posterior distribution.

Our analysis yields ΩHIbHI = [0.62+0.23
−0.15 ] × 10−3 at 68%

confidence with 9% systematic calibration uncertainty. Note that

c⃝ 2013 RAS, MNRAS 000, 1–??
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Figure 1. Maps of the GBT 15 hr field at approximately the band-center. The purple circle is the FWHM of the GBT beam, and the color range saturates in
some places in each map. Left: The raw map as produced by the map-maker. It is dominated by synchrotron emission from both extragalactic point sources
and smoother emission from the galaxy. Right: The raw map with 20 foreground modes removed per line of sight relative to 256 spectral bins, as described in
Sec. 3.2. The map edges have visibly higher noise or missing data due to the sparsity of scanning coverage. The cleaned map is dominated by thermal noise, and
we have convolved by GBT’s beam shape to bring out the noise on relevant scales.

is motivated by the eigenvectors of smooth synchrotron fore-
grounds (Liu and Tegmark 2011, 2012). In practice, instru-
mental factors such as the spectral calibration (and its stabil-
ity) and polarization response translate into foregrounds that
have more complex structure. One way to quantify this struc-
ture is to use the map itself to build the foreground model.
To do this, we find the frequency-frequency covariance across
the sample of angular pixels in the map, using a noise inverse
weight. We then find the principal components along the fre-
quency direction, order these by their singular value, and sub-
tract a fixed number of modes of the largest covariance from
each line of sight. Because the foregrounds dominate the real
map, they also dominate the largest modes of the covariance.
There is an optimum in the number of foregroundmodes to

remove. For too few modes, the errors are large due to resid-
ual foreground variance. For too many modes, 21 cm signal
is lost, and so after compensating based on simulated signal
loss (see below), the errors increase modestly. We find that
removing 20 modes in both the 15 hr and 1 hr field maximizes
the signal. Fig. 1 shows the foreground-cleaned 15 hr field
map.
We estimate the cross-power spectrum using the inverse

noise variance of the maps and theWiggleZ selection function
as the weight for the radio and optical survey data, respec-
tively. The variance is estimated in the mapping step and rep-
resents noise and survey coverage. The foreground cleaning
process also removes some 21 cm signal. We compensate for
signal loss using a transfer function based on 300 simulations
where we add signal simulations to the observed maps (which
are dominated by foregrounds), clean the combination, and
find the cross-power with the input simulation. Because the
foreground subtraction is anisotropic in k⊥ and k∥, we esti-
mate and apply this transfer function in 2D. The GBT beam
acts strictly in k⊥, and again we develop a 2D beam transfer
function using signal simulations with the beam.
The foreground filter is built from the real map variance,

and so is slightly nonlinear in the signal. This has two primary
consequences for the compensation. One is that the transfer
function needs to be derived from realistic signal amplitudes.
In practice, we find that the conclusions for the cross-power
change negligibly under a halving of the assumed signal am-
plitude, and that this nonlinearity is a secondary effect. The
second consequence is that the cleaned foregrounds are anti-
correlated with the signal because signal covariance also en-

ters the cleaning mode functions. This is accounted for in our
transfer function. Subtleties of the cleaning method will be
described in a future methods paper.
We estimate the errors and their covariance in our cross-

power spectrum by calculating the cross-power of the cleaned
GBT maps with 100 random catalogs drawn from the Wig-
gleZ selection function (Blake et al. 2010). The mean of these
cross powers is consistent with zero, as expected. The vari-
ance accounts for shot noise in the galaxy catalog and vari-
ance in the radio map either from real signal (sample vari-
ance), residual foregrounds or noise. Estimating the errors in
this way requires many independentmodes to enter each spec-
tral cross-power bin. This fails at the lowest k values and so
these scales are discarded. In going from the two-dimensional
power to the 1D powers presented here, we weight each 2D k-
cell by the inverse variance of the 2D cross-power across the
set of mock galaxy catalogs. The 2D to 1D binning weight is
multiplied by the square of the beam and foreground clean-
ing transfer functions. Fig. 2 shows the resulting galaxy-H I
cross-power spectra.
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Figure 2. Cross-power between the 15 hr and 1 hr GBT fields and WiggleZ.
Negative points are shown with reversed sign and a thin line. The solid line
is the mean of simulations based on the empirical-NL model of Blake et al.
(2011) processed by the same pipeline.

Cross-power, Masui+ 13, GBT-HIMAuto-power limits, Switzer+13, GBT-HIM

• 200-hr HI survey of the WiggleZ fields at 0.6 < z < 1 

• HI cross-power and auto-limits in 2013 at z=0.8 implies: 

• ΩHI bHI  = [0.62 +0.23 -0.15] x 10-3 



GBT-HIM Status Update

• Analysis of ~800 hours of GBT observations 2010-2015.
• WiggleZ 1hr, 11hr, 15hr, 22hr fields 

• Improve HI power spectrum limits 
• Measure HI-optical cross-power RSD effects
• Focus on the 1hr field, ~100 square deg, 0.6 < z < 1:

• Alternative Foreground cleaning techniques (Wolz + GBT-HIM team, 2016)
• Polarization calibration improvement (Liao, Chang et al. 2016)
• Polarization leakage power spectrum estimates (To, Chang et al., in prep)
• Handling of residual ground-spill contamination (Liao, Chang, Masui et al., in prep)    

GBT WiggleZ 1hr field

KK



GBT-HIM Status Update

• Analysis of ~800 hours of GBT observations 2010-2015.
• WiggleZ 1hr, 11hr, 15hr, 22hr fields 

• Improve HI power spectrum limits 
• Measure HI-optical cross-power RSD effects
• Focus on the 1hr field, ~100 square deg, 0.6 < z < 1:

• Alternative Foreground cleaning techniques (Wolz + GBT-HIM team, 2016)
• Polarization calibration improvement (Liao, Chang et al. 2016)
• Polarization leakage power spectrum estimates (To, Chang et al., in prep)
• Handling of residual ground-spill contamination (Liao, Chang, Masui et al., in prep)    
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Work in progress:
Updated HI auto-power spectrum at z~0.8

• Currently running jackknife tests and improving maps.
• Combining cross and auto-power for a better amplitude constraint

Chang, Liao, To + GBT-HIM, in prep.



• GBT-HIM Project: 

• Building a 7-beam receiver at 
700-900 MHz for redshifted HI 
survey at 0.6< z < 1 for BAO 
measurements.

• Use Short-backfire Antenna (SBA) 
with a edge-tapered reflector; with 
a cryogenic HDPE cover to reduce 
Tsys. 

• Prototype tested on GBT in 
December 2014. Passed Design 
Review in October 2016.

GBT-HIM 
21cm Intensity Mapping for BAO & RSD studies

PI: T.-C. Chang
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Large-scale Structure (LSS):
Cross-correlation

[CII] Intensity Maps at z~2-3
with Planck and BOSS
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Planck nine frequency maps

100 GHz 143 GHz/ 2.1mm 217 GHz/ 1.3mm

353 GHz/ 850 μm 545 GHz/ 550 μm 847 GHz/ 350 μm

30 GHz 44 GHz 70 GHz

Planck Collaboration



Planck x BOSS/CMASS
w/ Anthony Pullen, Olivier Doré, Shirley Ho, Paolo Serra

• [CII]:  rest frame158 um =1.9 THz, brightest line in SFR galaxies

• Use Planck x BOSS to extract redshifted [CII] in Planck (projected 
along dz) associated with LSS traced by quasars

• [CII] tracers

• Planck:  545 GHz            z(CII)~2-3

• LSS tracers

• BOSS:  CORE sample at z=2-3

• CMASS:  LRGs at z~0.5;  null-test.

• Foregrounds 

• Galactic dust:  43% masked using Planck mask  

• CMB: subtracted using Planck 100 and143 GHz bands

• CIB, tSZ, and [CII] jointly modeled in the cross-correlation with 
353 and 857 GHz bands
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[t]

Figure 1. Estimates of the six cross-power spectra from the best-fit parameters in our model, together with the measurements, obtained
cross-correlating Planck CIB maps at 353, 545, 857 GHz with LRGs and QSOs.

Figure 2. The Planck-quasar (top) and Planck-CMASS (bottom)
angular cross-power spectra with the quasar and CMASS maps
rotated by 90◦. The spectra appear to be consistent with a null
result.

Figure 3. The difference in the angular cross-power spectra be-
tween the 40% Galactic dust mask, which we use for our final
results, and the 20% Galactic dust mask with 1σ errors. We in-
clude difference estimates for the Planck-quasar (top) and Planck-
CMASS (bottom) angular cross-power spectra. The differences for
all the spectra appear to be consistent with a null result.

MNRAS 000, 1–13 (2017)
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Figure 4. The jackknife test for our Planck-quasar (top) and
Planck-CMASS (bottom) angular cross-power spectrum measure-
ments. We implement 33 (34) jackknife regions for the quasars
(galaxies), and the black lines are the Cℓs excluding each jack-
knife region. These estimates appear to be consistent with the full
measurement (blue crosses), suggesting that our measurement is
not dominated by foregrounds.

Figure 5. Redshift distributions of the BOSS spectroscopic
quasars and CMASS galaxies.

function of frequency, redshift, and halo mass as:

L(1+z)ν(M, z) = L0Φ(z)Σ(M)Θ[(1 + z)ν]. (15)

The redshift evolution of the infrared luminosity is one of
the most uncertain parameter in the model. We assume a
power law, dependent on a single parameter δ as:

Φ(z) = (1 + z)δ. (16)

The exact value of this parameter is unknown, especially at
redshifts z ≥ 2, which is particularly relevant for our cross-
correlations with quasars. Semianalytic models and numeri-
cal simulations predict different evolutions of the luminosity
with redshift (De Lucia & Blaizot 2007; Neistein & Dekel

2008; Wu et al. 2016; Oliver et al. 2010; Bouché et al. 2010;
Weinmann et al. 2011). For this reason, we will consider δ
as a free parameter in our model.

The dependence on the dark matter halo mass is pa-
rameterized with a log-normal function as:

Σ(M) =
M
MN

1
(2πσ2

L/M )0.5
exp

[

− (log10M − log10Meff)
2

2σ2
L/M

]

; (17)

the term MN is a normalization parameter, while Meff

describes the halo mass that is most efficient at hosting
star formation. Simulations have shown that various mech-
anisms prevent an efficient star formation for halo masses
much lower and much higher than Meff (Benson et al.
2003; Silk 2003; Bertone et al. 2005; Croton et al.
2006; Dekel & Birnboim 2006; Béthermin et al. 2012a;
Behroozi et al. 2013). We fix the value of this pa-
rameter at log(Meff )[M⊙] = 12.6, in agreement with
Planck Collaboration et al. (2014c); Serra et al. (2016).
The parameter σL/m accounts for the range of halo
masses mostly contributing to the infrared luminosity,
and has been fixed at σL/m = 0.5 (Shang et al. 2012;
Planck Collaboration et al. 2014c; Serra et al. 2014, 2016).

A simple functional form (see Blain et al. 2002, and ref-
erence therein) is assumed for the galaxy Spectral Energy
Distribution (SED):

Θ(ν) ∝
{

νβBν (Td) ν < ν0 ;
ν−2 ν ≥ ν0 ,

(18)

where Td is the dust temperature averaged over the redshift
range considered, and β is the emissivity of the Planck func-
tion Bν(Td). We will assume β = 1.5 in the rest of the anal-
ysis, in agreement with Planck Collaboration (2014). A free
parameter A[CII] is included in the fit to quantify the mean
amplitude of the [CII] line. At the [CII] emission frequency
ν[CII] = 1901.03 GHz we assume that the the galaxy SED is
the sum of the modified blackbody plus the [CII] mean line
intensity as:

Θ(ν[CII]) = Θ(ν[CII])(1 + A[CII]). (19)

Note that this expression assumes that all galaxies that emit
CIB will also emit the C ii line. This should be a valid as-
sumption since all galaxies should have an ionized phase and
a photo-dissociation region (PDR), both of which should
produce C ii emission. Thus, although the intensity of the
C ii line should vary from galaxy to galaxy, all galaxies
should emit C ii .

Finally, we must consider the additional cross-
correlation between the Planck 353 GHz map and both
QSOs and LRGs, as due to the thermal Sunyaev-Zeldovich
(tSZ) effect (Sunyaev & Zeldovich 1972). We checked that
the contamination is negligible for QSOs, but not for LRGs.
We thus added a template describing the CIBxLRGs cross-
power spectrum at 353 GHz as due to the tSZ effect, scaled
with an amplitude AtSZ, which is a free parameter in our
model. Based on the formalism in Komatsu & Kitayama
(1999), we construct the template for the SZ-LSS cross-
correlation as

CLSS−SZ
ℓ =

∫

dz
χ2

(

dχ
dz

)−1

bLSS (20)

dN
dz

(z)

〈

b
dy
dz

〉

SZ

PDM(k, z) , (21)

MNRAS 000, 1–13 (2017)

Planck x BOSS/CMASS

• Blue curve: best-fit model 
of CIB Tdust, z-dep.,  
A(tSZ), A(CII)

• 100 < l < 1000,           
0.02 < kperp < 0.2 [h/Mpc]
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Planck x BOSS/CMASS

• I[CII] = 5.5 +4.8 -4.2 (95%) x 104 Jy/sr

• Constrain cosmic mean of [CII] at z=2-3;  C+(z) abundance.

Search of C ii Emission 11

Figure 9. Measurement of the quantity C ii intensity with 95%
confidence limits.We also show the range of predictions for several
C ii intensity models, including first-principles models and scal-
ing relations, as functions of minimum halo mass Mmin (see text
for details). Our measurement favors the first-principles models
which appear at the high end of the range of models, although no
models are ruled out by 3σ.

the Gong12 model assumes that the ground state fraction
of C ii ions is 1/3 for all C ii spin temperatures, which is
actually not valid at the low intensity end when the spin
temperature is much less than the CMB temperature. This
is why the spread in the Gong12 model is much larger
than that of the modified Gong12 and Silva15M models
where we use the spin-temperature-dependent ground frac-
tion. These two models are well within our constraints for
reasonable values of T e

k and ne, although our constraints fa-
vor Mmin < 1011M⊙/h for C ii emission. [Any other con-
straints on these 2 models? Do we know the C ii-
molecular gas ratio?] Of the scaling relation models, the
model from Serra et al. (2016) has the largest prediction, be-
ing disfavored at XXX confidence level [what’s the confi-
dence level for C ii intensity being greater than your
model? For that matter, could you give me the num-
ber for the c.l. for the intensity being greater than
zero?] However, these models are subject to improvement
as we get more higher-redshift measurements of C ii lumi-
nosities.

6.1 PIXIE/DESI Forecast

Looking forward, we consider sensitive upcoming surveys
could be to C ii emission using cross-correlations. In partic-
ular, we consider detecting C ii emission in the proposed Pri-
mordial Inflation Explorer (PIXIE) (Kogut et al. 2011) by
cross-correlating its intensity maps with maps of luminous
red galaxies (LRGs) and quasars from the upcoming Dark
Energy Spectroscopic Instrument (DESI) (Levi et al. 2013).
For PIXIE, we assume the specifications given in Hill et al.
(2015), and we also assume that the DESI footprint is totally
contained within the PIXIE footprint. The PIXIE spectrom-
eter has much higher spectral resolution thank Planck, with
bandwidths of 15 GHz over the range of 30-1230 GHz. In

order to do a straightforward comparison with our measure-
ment, we group the relevant channels into the 353, 545, and
857 GHz bands from Planck and increase the band sensi-
tivities by

√
Nchannel, while also considering areal number

densities of LRGs and quasars over the same redshift ranges
as we used for the CMASS galaxies and BOSS quasars in
our measurement. Also, PIXIE has a angular beam size of
1.6◦, much larger than Planck, so we only consider modes
ℓ < 512.

To forecast the C ii sensitivity, we perform a Fisher cal-
culation of the errors over 6 cross-correlations between the
3 (simulated) bands using PIXIE channels and the DESI
LRGs and quasars, assuming the best-fit values from our
measurement. We first confirm that we could reproduce the
sensitivity of our current measurement with a Fisher anal-
ysis, and we find that our Fisher errors are close to those
found from the MCMC. The Fisher error for the C ii inten-
sity is about 0.7x the MCMC error, which is reasonable. We
find that the sensitivity of the PIXIE/DESI configuration is
1̃0x greater than that from our measurement. In addition,
the high spectral resolution of PIXIE should make it bet-
ter equipped to remove interlopers by cross-correlating the
LRG and quasar samples with individual PIXIE channels.
Assuming an C ii intensity the same as our measurement,
this should be strong enough to make relevant constraints
on the kinetic temperature and number density of electrons
in the photo-dissociation regions powering the C ii emission.
Also, a C ii intensity of the measured magnitude consistent
with the Gong12 model should have an intensity at z ≃ 6
approximately equal to those in the forecasts from TIME-
Pilot (Crites et al. 2014), predicted a signal-to-noise ratio of
≃ 7.

7 CONCLUSIONS

We place the first constraints on C ii emission at large scales
and redshifts z = 2 − 3 using cross-power spectra between
high-frequency Planck intensity maps and both spectro-
scopic quasars and CMASS galaxies from SDSS-III. We find
I[CII] = 5.7+4.8

−4.2 · 104 Jy/sr (95% c.l.), which favors first-
principles models, such as the Gong12 (Gong et al. 2012)
and Silva15M (Silva et al. 2015) models over models from
luminosity scaling relations, though neither are ruled out.
In addition lower values for the minimum C iiemitting halos
are also favored, specifically Mmin < 1011M⊙/h. We found
that the contribution from interloping lines be small [negli-
gible?] compared to measurement errors. The no-C ii model
is equally plausible based on the data, and if confirmed
through more sensitive measurements, this emission could
also be (partially) due to other lines, or some unknown sys-
tematic. More sensitive measurements are needed to confirm
this extragalactic signal, which could be forthcoming using
potential sky surveys such as PIXIE and upcoming galaxy
surveys such as DESI. If this C ii measurement is confirmed,
it will open up a new window into large-scale structure, even
up through the epoch of reionization.

MNRAS 000, 1–13 (2017)
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Cosmic Reionization (EoR) & 
Cosmic Star Formation History:

[CII] Intensity mapping at z~6-9 &
CO Intensity mapping at z=0.5-2

with TIME
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TIME for [CII]
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CO/[CII]/Ha intensity mapping

Ionization 
field

HI field

galaxy/halo 
field

CO/[CII]/Ha 
field

Lidz et al. 2011 

• CO/[CII]/Ha trace star formation activities on large-scales at EoR, anti-correlate with 21cm 
emissions on ionized bubble scales and can be used to derive bubble evolution and reionization 
history (Lidz et al. 2009; Chang et al. 2015).

•  Continuum foregrounds are much less of an issue.  Need to worry about line interlopers.



[CII] at high-z

• [CII] is the major coolant in ISM, a tracer of Star formation activities.

• L[CII]/LFIR appears to be > 0.01 at high-z from recent ALMA observations (Aravena 
et al. 2016, Capak et al. 2015)

• ALMA starts to constrain 108.5-9 Lsun systems (Aravena et al. 2016, Hayatsu+17)

[CII] Line Tomography with TIME Bock et al.

Figure 3: LEFT: [CII] luminosity function models for EoR, plotted as cumulative number counts per Mpc3.
The Serra et al. [51] model is shown in teal for z=6 (solid) and z=7 (dashed). The blue curves show the UV
LF model based on the high-z UV luminosity function [8] measured by HST and recent [CII] systems detected
by ALMA, as explained in text. Vertical ticks indicate the depth in L

CII

that recovers half of the total [CII]
intensity (much fainter for the UV LFs; at z=7 UV LF, the half-[CII] light depth is unconstrained). Data
with error bars (not including cosmic variance) are shown for results from ALMA deep field experiments
ASPECS [10] and ADF22 (Hayatsu et al., in prep). (While Aravena et al. (2016) have corrected their data
for incompleteness and false detections, the [CII] detections have yet to be spectroscopically confirmed.)
For reference, the z⇠0 [CII] number counts are shown as the dotted dark gray curve, as measured for local
luminous infrared galaxies (Hemmati et al., ApJ submitted). RIGHT: 3-D power spectra (in kP (k) units)
of EoR [CII] per the UV LF and Serra models at left. Two redshift ranges are shown. Orange curves show
the signal from low-redshift CO fluctuations [69], when cast into the [CII] comoving frame.

LF that is often missed in small-area UV or ALMA studies, and the clustering power measures the
total integrated light and constrains the integral of LF. We find that TIME can detect the EoR
[CII] power spectrum amplitude that traces total light production with S/N ⇠10 for the Serra et
al. (2016) model at z = 6–7, and at higher significances for the UV LF model which is based on
the latest HST and ALMA measurements at high redshifts.

3 Fueling Star-Formation: A Molecular Gas Census
The star formation and stellar mass histories of the universe have been mapped out through op-
tical/IR and far-IR surveys [65], but the faintness of the cool ISM has prevented similar compre-
hensive measurements of molecular gas: the raw material from which the stars are formed. In
particular, the relation between the observed decline in the cosmic star formation rate density and
any changes in the molecular gas content of the universe (⇢H2) is of significant interest [60, 66].
As shown in Figure 3, TIME observations will make high signal-to-noise measurements of the CO
intensity fluctuations, which is the best available tracer molecule for the cool ISM. Owing to the
ladder of rotational transitions of the CO molecule, TIME has access to CO from the peak of cosmic
star formation down to late times. While this emission presents some (surmountable) challenges
for the measurement of the [CII] power spectrum, it also provides an unprecedented opportunity
to map the history of the molecular ISM across cosmic time. TIME o↵ers the statistical power to
significantly tighten the measurements of molecular gas abundance at 0.5 < z < 2, probing the
integral of the CO luminosity function and o↵ering an unbiased census of molecular gas across the
vital period of galaxy evolution.

Expectations for TIME in Measuring Cosmic Molecular Gas We estimate the CO strengths
based on stellar mass function measured in the COSMOS/UltraVISTA field [67], relating it to IR
luminosity function based on an unbiased stacking technique SIMSTACK [18], and adopt the Carilli
& Water (2013) [68] IR-to-CO luminosity prescription (Sun et al. 2016) [69]. Figure 4 shows the
constraints on ⇢H2 that can be derived from the TIME observations. Owing to the wide bandwidth
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[CII] Line Tomography with TIME Bock et al.

Figure 2: Recent compilation of high-
z [CII] measurements from Willott
et al. (2015) [50], including the
Capak et al. (2015) [11] and Ar-
avena et al. (2016) [10] galaxies.
Individual Aravena et al.[10] data
points are plotted using the average
L
FIR

= 2.7 ± 0.9 ⇥ 1010L� measured for
those sources via stacking. The horizontal
black line indicates the high level of [CII]
signal expected for high-redshift galaxies
with L<1011.5 L�, as expected for the
EoR population. The [CII]-to-bolometric
luminosity ratios are typically well in ex-
cess of 10�3 for these sources, particularly
when AGN are excluded.

the EoR is redshifted into the relatively transparent 1 mm atmospheric window (195–310 GHz,
5 < z < 9), the target band for TIME.
[CII] is now being studied (and discovered serendipitously) in z > 4 galaxies with ALMA [52–

55, 10] (see also earlier work by e.g. [56]). The latest results from Aravena et al. [10], though
preliminary, indicate high [CII] to bolometric luminosity fractions at z⇠6, and o↵er some constraints
on the [CII] luminosity function. A similar picture emerges from the Capak et al. [11] survey of
ten z⇠5–6 Lyman-break galaxies (LBGs): [CII] is robustly detected in all 10, even though the
continuum is only detected in 4, and the [CII] to far-IR bolometric ratio is as high or higher than
that in local galaxies (Fig. 2). They further find that [CII] is an excellent total star-formation-rate
(SFR) tracer when the full SFR is estimated from the combination of UV and far-IR luminosities.

2.2 Expectations for TIME in measuring [CII] fluctuations
We have studied the prospects for detecting large-scale linear [CII] clustering with a wide-band
imaging spectrometer [57, 28, 29, 25]. In Fig. 3, we present two models of the expected EoR
[CII] intensity as a function of redshift. First, the Serra et al. (2016) model (teal curves) is based
on interpretation of state-of-the-art measurements of the cosmic infrared background (CIB) from
Planck and Herschel, to relate infrared luminosity to dark matter halos, and assumes a luminosity-
dependent form of the [CII]-to-IR relation that suppresses [CII] emission at high IR luminosities, as
observed for local infrared luminous systems [58]. Next, the UV LF model (blue curve) adopts the
HST-measured UV luminosity functions (LF) at high redshifts [8], and applies a constant LCII/LUV

ratio of 0.026, per the average of the Aravena et al. 2016 [10] and Capak et al. 2015 [11] sample of
L⇤ galaxies that were recently observed by ALMA. An additional disparate approach, not shown
in Fig. 3, is based on a first-principles gas physics excitation analysis (Gong et al. 2012 [25]); it
predicts a somewhat higher clustering amplitude than Serra et al. (2016) at z = 6–7.
The discrepancies between the Serra et al. CIB-based and the UV-measured luminosity functions

are not surprising. At the faint end, the CIB models are not very sensitive to the dwarf population,
as most of the CIB contribution comes from M� ⇠ 1012 halos, while the UV LF measurements
have unconstrained light integrals, indicating a lot of power at the faint end (e.g. half light below
⇠ 2⇥ 107 L� at z = 7). At the bright end, the UV measurements may be underestimates because
of their small fields.
The right hand panel of Fig. 3 shows the TIME sensitivity in 1000 hours on sky on the APA

compared with theoretical [CII] power spectra. The square of the first moment (total [CII] light
integral) of the luminosity function sets the amplitude of the [CII] clustering power spectrum,
peaking at k ⇠ 0.1, while the second moment sets the Poisson noise power due to the random
distribution of galaxies. We note that the di↵erent LFs of the models a↵ect both the amplitude and
shape of the power spectrum that TIME measures: Poisson noise power is higher and dominates
over clustering power at k > 0.5 h/Mpc for the Serra et al. (2016) model, and lower and dominates
at k > 1 h/Mpc for the UV LF model. Thus, TIME power spectrum measurements directly
constrain the galaxy luminosity function at EoR: the Poisson term captures the bright-end of the
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TIME:  [CII] Intensity Mapper  
Tomographic Ionized-C Mapping Experiment

• A [CII] Intensity Mapper for EoR at 6<z<9

• 1840 TES bolometer array  

• 195-295 GHz, 32-channel spectrometer

• to be installed on APA 12-m.

• Caltech (J. Bock), JPL (M. Bradford, T.-C. 
Chang), ASIAA (C.-T. Li), UCI (A. 
Cooray), U Arizona (D. Marrone) 

• Engineering run expected winter 2018.

• [CII] IM traces star formation activities

• 1000 hours of observation, starting ~2019

TIME collaboration

[CII] Line Tomography with TIME Bock et al.

Expected errors from TIME
1000 hr default legacy survey

Figure 1: EoR photon production or star-
formation rate density (SFRD) through
reionzation. Data points show existing
measurements with ground-based and HST
Lyman-dropout surveys, e.g. the recent
HST/CANDELS measurements (including ex-
trapolation of the luminosity functions down
to 0.001 L?). The orange swaths show mod-
els which match the Planck ⌧ under two
escape-fraction (f

esc

) assumptions, adopted
from Robertson et al. 2015 [9]. TIME of-
fers an independent way to measure SFRD
via intensity mapping of [CII] without individ-
ual galaxy detections. The TIME sensitivities
(boxes at 68% and 95% confidence levels for
two redshift bins) refer to the f

esc

=6% model.
Uncertainties are based on the assumed 1000-
hour APA survey and assume L

[CII]

/L
tot

=
3⇥ 10�3.

ALMA combined with total intensity measurements with TIME will reveal the full population of
ionizing sources in the EoR.
Intensity mapping is a complement to galaxy surveys because it traces total surface brightness,

naturally accessing the full luminosity function including all faint sources. 2-D intensity mapping
studies have been successful in measurements of the CMB, which constrain the EoR epoch through
measurements of optical depth [13, 14] and patchy reionization [15]. Recently, continuum intensity
mapping with Herschel and Planck has been used to study the linear and non-linear clustering
of sub-mm galaxies [16–18], to trace the large-scale structure that gravitationally lenses the CMB
[19–21], and to discover a new component of the near-infrared extragalactic background [22–24].
While these 2-D studies demonstrate the basic technique, broad spectral bands integrate emission
over redshift. Spectral measurements incorporate 3-D redshift information needed to distinguish
the faint EoR signal from the bright low-redshift galaxies along the line of sight.
3-D intensity mapping involved using an imaging spectrometer to measure a spatial-spectral data

cube in which intensity is mapped as a function of the sky position and frequency [25–32]. This
data cube is then analyzed to produce a 3-D power spectrum. The first 3-D intensity mapping
measurement detected 21-cm fluctuations in a GBT HI survey at z ⇠ 0.8 [26]. Other HI and
CO intensity mapping experiments are underway; a highlight is a first measurement of the CO
abundance at z ⇠ 2 to 3 [33, 34].
TIME targets the total [CII] emission in reionizing galaxy populations. TIME will map

the 3-D [CII] intensity power spectrum to reveal the linear clustering signal which is proportional
to the aggregate total [CII] intensity of all galaxies. [CII] is the most energetic emission line in
galaxies for �rest > 40µm and is a bolometric marker for total star formation activity (Fig. 2),
so our [CII] total intensity measurements directly constrain EoR photon production, as illustrated
in Fig. 1. [CII] measurements complement HI 21-cm line intensity mapping [35–37] that traces
the neutral medium at z > 6 (e.g., HERA, PAPER, MWA, LOFAR). Given a first detection of
[CII] fluctuations, a future generation of instruments will make full [CII] data cubes that can be
cross-correlated with HI data to trace the bubble size and ionization history of the intergalactic
medium[25].

2.1 [CII] as a Probe of the Reionization Epoch
Carbon is the fourth-most abundant element in the Universe and, because it is ionized before
hydrogen (11.3 eV ionization energy), is easily ionized by di↵use starlight. With a fine-structure
level splitting of 91 K, and modest critical densities in both neutral and ionized gas, [CII] is easily
excited and radiates e�ciently at 157.7µm. [CII] is a major coolant of the interstellar medium
(ISM) [38–41] in multiple phases [42, 43], accounting for 0.1% to 1% of the total IR luminosity
[44, 45] in star-forming galaxies at low and high redshift [46–49]. Conveniently, [CII] emission from
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TIME Instrument

TIME collaboration

4.1 Epoch of Reionization Science at z=5–27 27

TIME will measure the kinetic Sunyaev-Zeldovich e↵ect in galaxy clusters, using spectral subtraction of
atmospheric noise to improve mapping speed by a factor of ⇠ 5 over previous surveys.

TIME uses a linear array of 32 two-dimensional waveguide spectrometers with a spectral resolving power of
⇠ 100, a lower resolution version of the spectrometer technology first developed for the Z-SPEC instrument.
The spectrometers are arranged in two stacks of 16, covering the frequency range of 183�326 GHz, and view
the sky in two polarizations o↵ a beam splitter to maximize sensitivity. Arrays of sensitive TES bolometers,
read out by time-domain SQUID amplifiers, detect light from the spectrometers. TIME couples to the
telescope using relay optics that form an image of the primary mirror inside the cryostat, and a 4K cold stop
to reduce stray light. As shown in Fig. 18, much of the cryogenic hardware for the instrument has already
been assembled. First versions of the spectrometers, feeds and detectors have all been prototyped, and 300
nights of winter observing time on the APA 12-m telescope is secured for TIME observations. TIME will
carry out its first CII survey starting in late 2018.

TES
Support 
Beams

Absorber
WebsBond

Pads

2 Sparse 
Linear 
Detector 
Arrays Per 
Module

1/24 Fabricated
Detector Wafers

1/12 Detector Wafer Modules

With Kapton Readout Cables

12 Detectors Per Column

60 K

4 K 

1 K 
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Grating Spectrometer

TIME 

Cryogenic 
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Figure 18. TIME instrument overview. The instrument is housed in an existing closed-cycle 4K-1K-
300mK cryostat (bottom left) with a large cryogenic volume for the spectrometer stacks and optics (top
left). 32 waveguide grating spectrometers (top center) are assembled into two stacks of 16; they couple
the same 1-D linear field on the sky via an array of feedhorns and single-polarization waveguide feeds
illuminated through a polarizing grid. Each grating spectrometer is similar to that used in Z-SPEC, but at
lower resolving power. The dispersed light is detected with twelve 2-D arrays of TES bolometers which span
the spectrometer stacks (right) with a total of 1920 detectors. The TES detectors (lower right) are similar
to those built at JPL but with mesh absorbers. A linear array of 11 150GHz broadband channels view the
same sky as the spectrometers via a dichroic filter, and will be used in surveys of the kSZ e↵ect. Prototype
TIME gratings in a “mini-stack”, a shortened version of one of the TIME spectrometer stacks, have been
produced (bottom center). Each grating has 190 facets and provides resolving power in excess of 150 over
the full 183� 326GHz range. Their spectral profiles have been measured using a coherent source and diode
detector (bottom center). (Courtesy of Abby Crites and Jamie Bock)
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TIME measures [CII] Power Spectra at z~6-9

• [CII] intensity mapping 
constrains the integral of 
luminosity function via 
clustering and shot-noise 
power spectrum 

• TIME measures [CII] 
clustering on large-scales,  
the luminosity-weighted bias 
and mean [CII] amplitude at 
5.5 < z < 8.5 at high 
significance (model 
dependent). 

[CII] Line Tomography with TIME Bock et al.

Figure 3: LEFT: [CII] luminosity function models for EoR, plotted as cumulative number counts per Mpc3.
The Serra et al. [51] model is shown in teal for z=6 (solid) and z=7 (dashed). The blue curves show the UV
LF model based on the high-z UV luminosity function [8] measured by HST and recent [CII] systems detected
by ALMA, as explained in text. Vertical ticks indicate the depth in L

CII

that recovers half of the total [CII]
intensity (much fainter for the UV LFs; at z=7 UV LF, the half-[CII] light depth is unconstrained). Data
with error bars (not including cosmic variance) are shown for results from ALMA deep field experiments
ASPECS [10] and ADF22 (Hayatsu et al., in prep). (While Aravena et al. (2016) have corrected their data
for incompleteness and false detections, the [CII] detections have yet to be spectroscopically confirmed.)
For reference, the z⇠0 [CII] number counts are shown as the dotted dark gray curve, as measured for local
luminous infrared galaxies (Hemmati et al., ApJ submitted). RIGHT: 3-D power spectra (in kP (k) units)
of EoR [CII] per the UV LF and Serra models at left. Two redshift ranges are shown. Orange curves show
the signal from low-redshift CO fluctuations [69], when cast into the [CII] comoving frame.

LF that is often missed in small-area UV or ALMA studies, and the clustering power measures the
total integrated light and constrains the integral of LF. We find that TIME can detect the EoR
[CII] power spectrum amplitude that traces total light production with S/N ⇠10 for the Serra et
al. (2016) model at z = 6–7, and at higher significances for the UV LF model which is based on
the latest HST and ALMA measurements at high redshifts.

3 Fueling Star-Formation: A Molecular Gas Census
The star formation and stellar mass histories of the universe have been mapped out through op-
tical/IR and far-IR surveys [65], but the faintness of the cool ISM has prevented similar compre-
hensive measurements of molecular gas: the raw material from which the stars are formed. In
particular, the relation between the observed decline in the cosmic star formation rate density and
any changes in the molecular gas content of the universe (⇢H2) is of significant interest [60, 66].
As shown in Figure 3, TIME observations will make high signal-to-noise measurements of the CO
intensity fluctuations, which is the best available tracer molecule for the cool ISM. Owing to the
ladder of rotational transitions of the CO molecule, TIME has access to CO from the peak of cosmic
star formation down to late times. While this emission presents some (surmountable) challenges
for the measurement of the [CII] power spectrum, it also provides an unprecedented opportunity
to map the history of the molecular ISM across cosmic time. TIME o↵ers the statistical power to
significantly tighten the measurements of molecular gas abundance at 0.5 < z < 2, probing the
integral of the CO luminosity function and o↵ering an unbiased census of molecular gas across the
vital period of galaxy evolution.

Expectations for TIME in Measuring Cosmic Molecular Gas We estimate the CO strengths
based on stellar mass function measured in the COSMOS/UltraVISTA field [67], relating it to IR
luminosity function based on an unbiased stacking technique SIMSTACK [18], and adopt the Carilli
& Water (2013) [68] IR-to-CO luminosity prescription (Sun et al. 2016) [69]. Figure 4 shows the
constraints on ⇢H2 that can be derived from the TIME observations. Owing to the wide bandwidth
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TIME measures CO/H2 abundance      
at z=0.5-2

• TIME will measure multiple 
CO J rotational transitions 
at 0.5 < z < 2

• Can be achieved via in-
band cross-correlations of 
different J lines 

• TIME will constrain the 
cosmic molecular hydrogen 
abundance across redshifts

[CII] Line Tomography with TIME Bock et al.
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Figure 4: The cosmic molecular gas history. Current
theoretical predictions of the evolution of ⇢H2 from
several groups are shown [59–61], as well as the state
of current measurements [62–64, 34]. The constraints
from TIME are shown as boxes, colored by the pair
of CO transitions that will be cross-correlated within
the data to uniquely identify power at each redshift.
The TIME measurement is subject to systematic un-
certainty in the conversion of CO to H

2

, though this
uncertainty applies almost identically to all of the
measurements shown. Outside of a small gap around
z ⇠ 0.75, TIME will chart the evolution in ⇢H2 across
5 Gyr of cosmic time, starting from the period of
peak star formation activity when depletion of molec-
ular gas may have led to the subsequent rapid decline
in the cosmic star formation rate density.

of the instrument, for a very large redshift range (0.5 < z < 2, excluding 0.74 < z < 0.88) we si-
multaneously observe two CO transitions within the band. Through cross-correlation of the TIME
data with themselves at a pair of adjacent CO transitions, we can uniquely identify the contribution
from CO at each redshift. While interpretation of this cross-correlation measurement requires some
assumptions about the excitation of CO, there is substantial evidence from existing observational
data [68, 70] that the range of line ratios for adjacent CO lines is small, minimizing the uncertainty.
There are additional systematic uncertainties in the conversion of CO luminosity to H2 mass [71],
though such uncertainties a↵ect nearly all measurements of the molecular gas content of galaxies,
and are a topic of extensive current investigation at all redshifts. We find that TIME can constrain
the cosmic molecular gas history at high significance, in particular at 0.5 < z < 1, compared to
recent legacy surveys from the PdBI and ALMA [64, 63], and is complementary in redshift coverage
to other dedicated CO intensity mapping survey [34].

3.1 Distinguishing CO from [CII]
For most of the band the CO will be the brighter signal, so initial CO measurements should be
straightforward. Probing deeper in CO and recovering the [CII] requires that the two signals
can be distinguished within the TIME data cube. Fortunately, this issue has been shown to be
surmountable by our group and others using at least two di↵erent methods:
1) Two independent investigations have shown that intensity mapping signals at di↵erent red-

shifts can be distinguished geometrically in the power spectrum space [72, 73]. The isotropy of
cosmological signals on large scales implies symmetric power fluctuations in transverse and line-of-
sight directions in comoving coordinates. As shown in the left panel of Fig. 5, transforming the
TIME data from observed sky and frequency coordinate to the comoving [CII] coordinates leads to
strong anisotropy of the lower-redshift CO signals, as shown in the second panel. This is because

Figure 5: “Deblending” tech-
nique for extracting both
[CII] and CO signals by
distinguishing the shape of
power spectrum in trans-
verse (k?) and line-of-sight
(k||) directions. The left
and right panels show the
isotropy of [CII] power and
the anisotropy of low-redshift
CO(3-2) when it is incorrectly
mapped to the [CII] comoving
coordinate system at z = 6.
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Line Intensity Mapping with SPHEREx
 C

lus
te

rin
g 

am
pl

itu
de

 (b
ias

)

Fluctuations in Line Emission

SPHEREx:  low-resolution spectroscopic all-sky survey 
  
  For every ~6” pixel over the entire sky: 
  

➡  R=40 spectra spanning (0.75 μm < λ < 4.81 
μm). 

➡  R=150 spectra (4.1 μm < λ < 4.81 μm). 

Doré, Bock et al., arXiv:1412.4872 

• SPHEREx will measure 3D clustering 
of multiple line tracers at high SNR 
their luminosity-weighted biases. 

• SPHEREx will map SFR throughout 
cosmic time

• SPHEREx might have sensitivity to 
detect Lya from EoR

• SPHEREx currently in MIDEX 
competition.

http://arxiv.org/abs/1412.4872


Summary
• Line Intensity Mapping offers an exciting and unique probe of a significant fraction of the 

Universe  

• 21cm Intensity Mapping proof of concept demonstrated at z~0.8 (Chang et al. 2010).

• 21cm IM at z~0.08 cross-power spectrum probes astrophysics (Anderson et al. 2017).

• Opens up 21-cm 3D large-scale structure studies (GBT-HIM multi-beam array; HIRAX, 
CHIME, Tian-Lai in progress; and possibly SKA1-mid.) 

• [CII] Intensity Mapping offers a complementary probe of the Epoch of Reionization

• TIME will probe the [CII] source clustering at 6 < z < 9.  First light expected 2018.  

• CO Intensity Mapping: a ~2-sigma detection at z=2-3 (Keating et al. 2016).

• TIME will probe CO and infer molecular gas density at 0.5 < z < 2.

• Lyman-alpha IM:  a 3-sigma cross-correlation detection at z~2-3.5 (Croft et al. 2016).

• SPHEREx may potentially probe Lya IM at z~6-8.  HETDEX at z=2-3.

• EoR 21-cm detection may come from several groups with different approaches soon (LOFAR, 
PAPER, MWA).  HERA/SKA1-LOW will bring next generation transformational sciences. 


